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Abstract

The regional climate model prepared from Eta WS (workstatforecast model has been
integrated over South America with the horizontal resolutbf 40 km for the period of 1961-
1977. The model was forced at its lateral boundaries by theutsiof HadAMP. The data of
HadAMP represent the simulation of modern climate with #soiution about150 km.

In order to prepare climate regional model from the Eta faséenodel was added new
blocks and multiple modifications and corrections was madke original model.

The running of climate Eta model was made on the supercom@Xe5. The detailed
analysis of the results of dynamical downscaling experinmartudes an investigation of a con-
sistency between the regional and AGCM models as well as ibtyabf the regional model

to resolve important features of climate fields on the finatesthan that resolved by AGCM.
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In this work we show the results of our investigation of thegistency of the output fields
of the Eta model and HadAMP. We have analysed geopotergiapérature and wind fields.
For the evaluation of the likeness of these two models owmguised Fourier analysis of time
series, similarity index, constituted from linear regresscoefficients, time mean and space
mean bias, square error, dispersion analysis and somes ath@racteristics. This investigation
demonstrates that the regional model characteristics toave any positive or negative signif-
icant trend in relation to the global model data. From thaltabalysis we can affirm that in the
description of climate behaviour these two models are irsisb@ncy.
1. Introduction

The time averaged large-scale meteorological fields ( >50Pdce actively studied in the
works on climate theory and climate change analysis. Nekdgraulture, industrial and en-
ergy development planning require the knowledge of detaikegional and local scale (100km
- 10 km) climatic information. As the modern net of climatesebvation stations can supply
data only suited for large-scale climate field investigagiathe dynamical downscaling using
high-resolution regional climate model (RCM) is the mostvpdul instrument for obtaining
the smaller-scaled climate information. For the study gioeal climate change in the future
the dynamical downscaling is the only way to obtain necegssdormation. The dynamical
downscaling approach involves RCM forced at the laterall@ttbm boundaries by an atmo-
spheric general circulation model (AGCM) or reanalysisadatg. Dickinson et al. 1989). The
finer regional-scale features of RCM can be attributed tailiet topography and land surface
features, more comprehensive parameterization of urvesg@hysical processes in the model
equations, and explicit simulation of large mesoscalegsses.

Atmosphere-ocean general circulation models (AOGCM) withhorizontal resolution of

a few hundred kilometers are currently used for the simuhatif large-scale response of the



climate system to increasing of greenhouse gases and heoosentrations in the future. The
running of RCM with the horizontal resolution of a few tenskilbmeters over an area of in-
terest with the boundary conditions of AOGCM for the periofid0-30 years in the present
and in the future can give additional information about thgional-scale climate and climate-
change effects in this area. Such climate-change simakatiith RCM have been made already
for various parts of Europe, North America, Australia, anfdida; see for example the refer-
ences cited by Jones et al. (1997); Laprise et al. (2003)rgGéi al. (2004); Duffy et al.
(2006). Currently some large projects (PRUDENCE (Chrstenet al., 2002) and NARC-
CAP (http://lwww.narccap.ucar.edu)) launched to invesgégincertainties in the RCM climate-
change simulations over Europe and North America are uraderfihe project "Climate change
scenarios using PRECIS" (Jones et al. 2004) was launcheabley{Center for Climate Pre-
diction and Research to develop user-friendly RCM which loareasily running on personal
computer for any area of the globe. The South American camsincluding Brazil are par-
ticipated in this project running PRECIS over various paft$South America. The data of
the atmospheric global model HadAM3P were provided by Ha@lenter for using them as
boundary conditions in these simulations.

The published studies of downscaling over South Americaeletively few as compared
with those made over other continents. Most of them are didhib continuous integration pe-
riods of 1-5 months during 1-5 years with different RCMs ( Kolet al. 2002; Roads et al.
2003; Misra et al. 2003; Sun et al. 2005). The NCEP Eta Modealqikger et al. 1988) was
intensively used for the weather forecast and climate studver South America during last
decade (Tanajura, 1996; Chou et al., 2000; Chou et al. 20f/2s®va et al. 2006; Gonsalves
et al., 2006). The impact of the Andean topography, diffetand surface schemes, radiation

schemes, convection schemes, and initial soil moisturésfieh the model performance, was
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studied. Analysis of the integration results demonstrate®me cases a significant improve-
ment of climate information as compared with AGCM. It waswhdhat after downscaling the
surface temperature and precipitation in the interior efdbntinent during wet months became
more close to observation data, the high-frequency pratipn statistics in the north-east part
of Brazil were improved, some AGCM biases relatively oba@ons were corrected. Never-
theless, the longest integrations with the Eta model wengdd to the continuous integrations
for 3-5 months. This is related to the limitations in the codéthe Eta model which was de-
veloped for forecast studies. Nevertheless the Eta modebeaused for climate integrations
because it has efficient and scalable code and conside@tipedrm balances (Mesinger et al.,
1988). The climate versions of the Eta model which allowgnéions longer than 5 months
were developing at the Brazilian Instituto Nacional de Résap Espaciais/Centro de Previsao
de Tempo e Estudos Cimaticos (INPE/CPTEC) during last y@assichenko et al. 2006; Fer-
nandez et al. 2006; Tarasova et al. 2006).

In this paper we present the new version of the Eta model wivieldeveloped for the
climate-change simulations. The short description of tteerkodel and of the modifications
which we implemented is given in Section 2. In this sectiors itilso described the model
integration procedure. The newly developed version of tteerodel is hereafter termed as
INPE Eta for Climate Change Simulations (INPE Eta CCS).i8e@& presents the results of the
integrations with the INPE Eta CCS model over South Ameriozed by boundary conditions
from the HadAMS3P for the period 1961-1991. Its output fields @eompared with those from
HadAMS3P in order to prove a consistency between the two nsod&ction 4 gives summary
of the results and conclusions.

2. Model and experimental design

For this work, aimed to prepare Eta model version for clircdtange simulations, we ini-



tially adopted the workstation (WS) Eta modeling packageqion of 2003) developed at the
Science Operations Officer/Science and Training Resouecge€ (SOO/STRC). This package
and its User Guide written by R. Rozumalski is freely avdéadt http://strc.comet.ucar. The
SOO/STRC WS Eta is nearly identical to WS Eta model and ojperat Eta Model of 2003
both developed at NCEP. Only the run-time scripts and molésl éirganization were changed.
The additional convection cumulus scheme of Kain and Fri{4©93) was also implemented.
The longest continuous integration with this model can bderfar 1 month due to the restric-
tion on the output file name, restart subroutines, and soher ahpediments.
a. Short description of NCEP Eta model

The full description of the NCEP Eta regional forecastingdelds given by Mesinger et
al. (1988); Janjic (1994); and Black (1994). In short, thezuntal field structure is described
on a semi-staggered E grid. The eta vertical coordinatead tesreduce numerical errors over
mountains in computing the pressure gradient force (Mesieg al., 1988). The planetary
boundary layer processes are described by the Mellor-Yanteekl 2.5 model (Mellor and
Yamada, 1974). The convective precipitation scheme is tEBad Miller (1986) modified by
Janjic(1994). The shortwave and longwave radiation codésa parameterizations of Lacis
and Hansen (1974) and Fels and Schwartzkopf (1975), resplgctThe land-surface scheme
is of Chen et al. (1997). The grid-scale cloud cover fractoparameterized as a function of
relative humidity and cloud water (ice) mixing ratio (Xu aRdndall, 1996; Hong et al., 1998).
Convective cloud cover fraction is parameterized as a fonaf precipitation rate (Slingo,
1987).
b. Modifications in the SOO/STRC WS Eta model

The SOO/STRC WS Eta model has been installed at supercomyi(@ SX6 at CPTEC.

To be able to perform long term climate integrations we haagdemultiple changes and cor-
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rections in the scripts and source codes of the original inaslevell as developed the new
programs.

As it was already mentioned, the Eta model was forced attésdband bottom boundary by
the output of HadAM3P model. The HadAM3P output data represerizontal wind, potential
temperature, specific humidity and earth surface pressturehvare given on the horizontal
Arakawa B-grid and at 19 sigma-hybrid levels. These datanaitten in PP-format. To use
them for the Eta model boundary conditions these data halbe teansformed into horizontal
wind, geopotential, mixture ratio and earth surface pnesgiven on regular latitude-longitude
grid at standard p-surface levels. For this aim, some of tagpocessing Eta model programs
were modified and new program which converts the HadAM3Puiwtata to those acceptable
by the Eta model was written.

Another modifications made in the Eta model can be shortlgrized as following. There
were re-written the SST update programs used to accept tha®&ESICE data generated by
HadCM3 every 15 days. The programs of the Sun’s elevatioleargl of calendar were modi-
fied in order to be able to integrate the Eta model for the aidifyear of 360 days which is used
by HadAM3P. There were developed new restart programs wiantbe used in multiprocess-
ing integration. These programs allow to continue the modegration from any time moment
by using the model output binary files. This is the usefulaptor long term climate integration
because of the large size of the file of boundary conditioesleé for continuous integrations.
Another reason for use of the restart option is the largedfitee output binary files which after
post-processing can be written in more economic GRIB formkshortcomings which restrict
a period of model integration were corrected including ghoghe post-processing subroutines.

The additional solar radiation scheme (CLIRAD-SW-M) dexadd by Chou and Suarez

(1999) and modified by Tarasova and Fomin (2000) was implésden the model. The results



of the month integration with this scheme were analyzed rgskava et al. (2006). The addi-
tional thermal radiation scheme of Chou et al. (2001) was iakplemented. This allows to run
the model with increasing concentration(@®, and other trace gases needed for future climate
simulation experiments. All these corrections, modifmasi and implementations were made
taking into account that the model can be run on Linux clusteany other multi-processors
computer.

c. Integration with the INPE Eta CCS model

The first step in evaluation of dynamical downscaling ressslinvestigation of a consistency
between regional model outputs and GCM data used for RCMdmyrconditions. That is, we
have to show that our RCM does not significantly diverge froBM3n reproducing time mean
large scale patterns of circulation. We also expect thdt baidels reproduce a low-frequency
oscillation of the atmosphere in a similar manner.

For this aim we analyzed the results of the Eta CCS modeliateg for the period 1960-
1990 over South America. These data are the part of the sesiutturrent and future climate
downscaling experiments covering the periods of 1960-E3%D2071-2100, respectively. The
detailed analysis of the results of these experiments igiotly making by our group and will
be present in further publications.

The Eta CCS model in our experiments was forced at its lagé@cbottom boundary by the
output of HadAM3P, which was run using SST, SICE (sea ice)gradnhouse gases and aerosol
concentration as external driving from coupling model H&tBC Data for lateral boundary
conditions for the Eta CCS model were provided every 6 hondsEST and SICE data every
15 days. Linear interpolation for values on lateral bourediSST, and SICE was used between
these periods. For the initial conditions of soil moistune goil temperature the climate mean

values were used. The spin up period of soil moisture and eeatyre we have accepted to be



about of 1 year. Hence, the first year of the integration wasised in analysis.

Area of the integration was centered5at5° W longitude and22.0° S latitude and cover
the territory of South American continent with adjacentat® 65° S - 16° N, 89° W - 29°
W). The model was integrated on 24115 horizontal grid with grid spacing of 37 km. In
the vertical, 38 eta coordinate layers were used. For modemate integration the Betts-
Miller cumulus convection parametrization scheme and the& Eodel original shortwave and

longwave radiation schemes were chosen.

3. Analysis of the integration results

The verification of a consistency between the outputs of tagECS model and HadAM3P
is particularly important due to the difference betweenghgsical parameterization packages
of these two models. To prove an agreement between thesdsmnesiglts we have compared the
geopotential height, temperature and kinetic energy fi@hdbe earth surface and at the various
p-levels (1000 mb, 700 mb, 500 mb) from these two data souldese detailed comparison
was made for the five regions shown in Figure 1. Amasoias{ S - 5° N, 75° W - 48.75°
W); Nordeste (north-east of Brazil)° S -2.5° S,45° W - 33.75° W); South of Brazil 82.5°
S-22.5°S,60° W - 48.75° W); Minas 2.5° S -15° S,48.75° W - 41.25° W); Pantanal {7.5°
S -12.5° S, 60° W - 52.5° W). The time averaged fields and time series of space averaged
meteorological variables were analyzed.
a. Methods of the analysis

A number of measures of consistency between the outputseditdn CCS regional model
(hereafter RM) and HadAM3P global model (hereafter GM) aelhere. The original package
of programs was developed for comparing the models. Firstagsessed the climatological

means and biases, which give an opportunity to identifyesyatic difference between the



models. Then we analyzed various characteristics whichvalh study in detail the difference
between the model-simulated fields. For this comparisomgf®nal model fields were scaled
to the global model grid. For this aim we removed the smalescamponent from the regional
model fields applying smoothed filter. This filter is the twoensional version of the weighted
moving averages, where the weights depend linearly on stardie between the grid points
of global and regional models. The weight increases whedidtance decreases. This can be

written as:

D(zi,y;) = D DTk Uk) P (1)

Ti,j;k <TO

where®(z;,y;) is a smoothed value of regional model field on global grid poinradius
of influence which defines the circle inside which the RM fietdadare used for average cal-
culation, r; ;. - the distance from &z;,y;) point to RM grid pointk, ¢(zy,y,) are the field
value at RM grid point: inside the circlep,, is a weight for the field value at poiitwhich is

calculated as

e — (1 B m,j;k:) / (Z 1— 1 Z rm-;k> . (2)

To

In order to compare the models we analyzed how they reprathgceme average fields of
meteorological variables as well as the fields of dispersfdhese variables. For more detailed
assessment of the consistency between the RM and GM fieldtsswvealculated the bias and
coefficients of linear regression using time-series of metegical variables at each grid point
of the Eta model. The fields of these characteristics prassful information about a degree
of consistency of the models results.

For the calculation of averages, dispersions, and coeftief linear regression by using
the model output data we used the following recursive foasul

a) for average



n n
b) for dispersion
n—1 n—1
D, = D, |+ —2(fn—1 — )3 4)
n n
c) for covariance
n—1 n—1

Tn = n Tn—1+ 7(@1—1 — ) (Un—1 — Yn) (%)

wherez,,, D, r, are an average, a dispersion, and a covariance corresgbnftinseries
consisting frorm numbersz,,_1, D,,_1, r,,_1 the same for series consisting fram 1 numbers,
Tn, Yn are n-th number of series.
b. Assessment of the RM and GM consistency

At first we present geopotential height, temperature anetikirenergy fields averaged over
the period of integration from 1960 to 1990. Figures 2 and@sthese fields at the levels of
1000 mb and 700 mb, respectively, obtained from the RM and @i&grations. A compar-
ison of both models fields at the 1000 mb level shows good aggrebetween the fields of
geopotential height and between the temperature fieldsreTibgeneral agreement between
the kinetic energy fields. Some disagreement in the temyreratagnitude exists in the cen-
tral part of tropical South America. The values of kinetiergy differ over most part of the
continent. This is probably related to the different phgbkmarameterization packages in these
models. The same RM and GM fields at the higher level of 700 naiv bleser spatial and
guantitative resemblance. Note, that the fields similait$00 mb (not shown) is higher than
that at 700 mb. This is a consequence of the diminishing ofrtipact of surface-atmosphere
interaction on the higher-level atmospheric circulatidie also compared the same RM and

GM fields averaged over January and July (not shown). Thesagret between the fields is
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better in July (austral winter) than in January (australsen). The fields of time dispersion of
meteorological variables provide additional informatadmout an amplitude of their temporal
fluctuations. Figure 4 presents the RM and GM dispersiondiefdgeopotential height, tem-

perature and kinetic energy at the 1000 mb level averagedtioggeriod of integration. One

can see reasonably high degree of consistency between trenBI@M dispersion fields. The

dispersion fields also bear closer resemblance for geofuaitbright and temperature than for
kinetic energy. With the increase of altitude the differebetween the RM and GM dispersion
fields is diminished for all variables.

The quantitative difference between the two fields is ugwdgkcribed by the fields of bias.
The left column of Figure 5 shows the bias between the RM and g&Bpotential height,
temperature, and kinetic energy fields at 1000 mb averagedtios period of integration. One
can see that the largest bias is seen over the tropical anttauibal parts of the Southern
American continent. The significant values of the bias olverAndes is probably related to the
errors of interpolation from the sigma-hybrid surfaceshe pressure surfaces located below
the Earth’s surface in the global model. With increasinghef altitude (700 mb, 500 mb) the
values of bias decrease for all fields (not shown). The bi#isesfe variables averaged over July
(January) is smaller (larger) than that averaged over albg®f integration.

For quantitative description of the consistency betweenRNM and GM outputs fields we
propose to use a new characteristics which we termed a temsysindex (Cl). In order to get
the numeric value of this characteristics we firstly caltedacoefficients of linear regression
(a1, a0) of GM time series on RM time series for each grid pofra considered field. We
define Cl as equal to 1 minus a ratio of two areas shown in Figuréhe numerator of the
ratio is the area of the figure formed by ideal linear regmsbine (a1l=1.0, a0=0.0), real linear

regression line (al, a0) and by two verticals that inter§exge regression lines. The abscissas
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of the verticals are — s anda + s, wherea is mean value of RM time series ands mean
value of semi-width of gaussian curve calculated from tiepelision of RM time series. The
denominator is the value of the area of the figure formed baliliieear regression line (a1=1.0,
a0=0.0), the regression line (a1=0, a0=s (or a0= + s)), and the verticals with the abscissas
of a — s anda + s. The horizontal regression line corresponds to the case WeeRM and GM
time series are non-correlated and mean value of GM timesé&iequal ta — s (or a + s).
The right column of Figure 5 presents the Cl fields of geopidéheight, temperature, and
kinetic energy at the level of 1000 mb. The magnitude of Clokhs close to 1 means good
resemblance between the RM and GM fields. The CI fields regethélfields of bias in terms
of spatial distribution. But the use of non-dimensionalrelsteristics ClI in spite of bias allows
to compare quantitatively a similarity of the fields of dif@t meteorological variables. Thus,
the Cl fields in Figure 5 show that the consistency of the fiefdgeopotential height is higher
than that of the temperature fields and the consistency ditietic energy field is lower than
that of both geopotential height and temperature.

To compare the model outputs we also analyzed a temporaitiars of the geopotential
height, temperature and kinetic energy values at 1000 mtb@@anb levels, averaged over all
integration domain and over the regions shown in Figureduiéi 7 presents monthly mean bias
and root mean square errors (RMSE) between the GM and RM emnesdor these variables
averaged over the integration domain. For each variablegper figure represents bias and the
lower figure shows RMSE. One can see that the magnitude of biaams not high. It is about
6 m in geopotential height, less than OK. in temperature, and about 10°isec? in kinetic
energy at 1000 mb. The mean RMSE values at 1000 mb are notlbmHig magnitude is about
24 m in geopotential heights, 32K in temperature, and 39 Tsec? in kinetic energy. Low

magnitude of RMSE proves that current absolute values sfdn@not high for each moment of
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integration. Figure 7 shows also that there is no drift ol@iad RMSE during the integration
that proves RM integration stability. The magnitude of temgbcorrelation coefficient between
the time series of RM and GM space averaged fields is about@¥H This means that RM
follows the GM boundary driving. At the level of 500 mb as beasRMSE are of lower or same
magnitude. We also analyzed the same time series for theeabertioned regions (Amasonia,
Nordeste, South of Brazil, Minas, Pantanal). The corretatioefficients between the RM and
GM time series as well as mean biases and RMSE at 1000 mb anutb@@e shown in Table
1 for all domain and for the five regions. One can see that tbes#icients slightly varies from
region to region. Note one case of low correlation betweenkihetic energy time series at
1000 mb in Amazonia related to low magnitude of wind at théezar level in GM.

Figures 8 and 9 show the time evolution of annual mean biakdargeopotential height,
temperature and kinetic energy fields at 1000 mb and 700 rapectively, for the above men-
tioned regions. At the 1000 mb level the magnitude of biagftferent regions varies from
-10 m to +17 m for geopotential height, from -2k0to +0.3°K for temperature, and from -20
m? sec ! to -5 n? sec’! for kinetic energy. The amplitude of interannual variatiarfithese me-
teorological variables differs from one region to anothge can see that there is no significant
trend and strong fluctuations of bias for any region. A sigaiit mutual correlation between
the biases for various regions does not exist. Note thatadhees of bias and the amplitudes
of its interannual variations for geopotential height amahperature decrease when the altitude
increases. For kinetic energy both bias and amplitude efamtual variations increase when
the altitude increases. Though the magnitude of relatiae ffor example, that divided by a
mean dispersion) for kinetic energy also decreases.

Figure 10 presents a scattering diagram of daily linearesion coefficients values (a0,

al) which describe the regression of the GM 1000 mb geopatdmgight field on the same

13



RM field (top); time evolution of these linear regressionftioents (a0 , al) (middle) for each
month of the model run; and the time evolution of consistandgx (bottom). The consistency
index was calculated in the same way as described aboveréF&ubut the time series were
substituted by "space” series formed by variable valuel gtid points.

Concerning this figure we can say that in the hypotheticad caben the fields of GM and
RM coincide, all points in the top figure will fall on one poinith the coordinates al=1.0
and a0=0.0. Thus we can affirm that if the points on the top éigue located near the point
(al=1, a0=0) the RM and GM fields are very similar; in the caBemthe points are reasonably
scattered but the center of mass of this distribution isectosthe point (al=1, a0=0) we can
say that the fields of the models are similar in average. The 8eries of linear regression
coefficients a0 and al of GM data upon RM data have large wegadirelation (middle figure).
In the most cases it leads to some compensation in the \arsatif Cl shown on the bottom
figure. The CI variations clearly express the year osaifati Its mean value is about 0.94
and increases with the altitude. Its linear time trend iy \&mnall. This provides some more
indication that the considered models do not diverge. [Eidurpresents the same characteristics
as shown in Figure 10 but for the RM and GM temperature field€80 mb. The scattering
diagrams in this case indicates that GM is slightly warmentRM for the regions with low
temperatures and slightly colder for the regions with higeeperatures. This is in agreement
with Figure 2 which shows mean temperature fields for allqueaf the integration.

For more detailed analysis of the time evolution of mean eslaf meteorological vari-
able fields we have calculated spectral distribution ofrttime series by using Fast Fourier
Transform algorithm. Figure 12 shows an example of suchibligion for the time series of
geopotential height, temperature and kinetic energy geefaver all integration domain. One

can see that the GM and RM spectras have a high degree of iynil@he high frequency
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tails quasi coincide. The year and semi-year oscillatias&hhe same amplitude. Four year
cycle in geopotential height and temperature is reprodibigeBM and GM quasi identically.
This cycle in kinetic energy spectra is also reproduced iy bwdels but not identically. Also
the models agree in reproducing of 6-9 years minimum andeoh#éxt increase of the spectra.
Quasi all synoptic and seasonal oscillation maximums edénim the RM and GM spectras.
We calculated the same spectras for above mentioned regjomen in Figure 1. The RM and
GM spectras for these regions demonstrate similar coincel@s that for all integration do-
main with insignificant distinctions. Only for the Pantanegion, the spectras of GM and RM
kinetic energy at 1000 mb diverge significantly. But with therease of altitude this difference
diminishes and quasi disappears at 500 mb.
4. Conclusions

This analysis of the output results of 30-year runs of regliomodel and its driving global
model confirms that the models have a high degree of consistdespite of the difference
in their physical parameterizations. Therefore the dbsdrihere version of the Eta model
(INPE ETA CCS) driven by boundary conditions of HadAM3P canused for the research
applying the dynamical downscaling method. In the futurekwee are planning to estimate an
impact of tuning in RM physical parameterizations such dgteéon and convection schemes on
consistency of RM and GM output fields. An impact of the usermftaer driven global model
on the RM and GM resemblance will be also estimated. We alsd tee evaluate the model
performance for current climate by comparing regional nhadgputs with observations. In
order to estimate the impact of global model errors on thereg model outputs, the integration
of the regional model driven by Reanalysis data is planndue dpproach developed in this
paper can form the basis for quantitative assessment anmalgmodel and its driving global

model consistency. Currently, many researchers use &ariggional models for dynamical
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downscaling but a few publications exist about the quaitéaassessment of the similarity
between the large-scale fields of a regional model and igdrglobal model. Even if regional
and global models have the same physical parameterizagickages, the difference between
the models can be related to the low time frequency and lowespasolution of boundary
forcing in the regional model.
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Figure captions

Figure 1. The regions over South America selected for the analysisazomia (1), Nordeste
(2), Sul Brasil (3), Minas (4), Pantanal (5).

Figure 2. Mean (1961-1990) fields of geopotential height (m), temjpeeaK), and kinetic
energy (M sec?) at 1000 mb, provided by HadAM3P (left) and Eta CCS modehf@igimu-
lations.

Figure 3. The same as in Figure 2 but at 700 mb.

Figure 4. Mean (1961-1990) dispersion fields of geopotential height temperature°K),
and kinetic energy (dsec?) at 1000 mb, provided by HadAM3P (left) and Eta CCS model
(right) simulations.

Figure 5. Mean (1961-1990) fields of bias (left), calculated from H&B®Y and Eta CCS
model fields of geopotential height (m), temperatiii€)( and kinetic energy (fsec?) at
1000 mb, and consistency index between HadAM3P and Eta CCGiel(nght), calculated for
the same fields.

Figure 6. Definition of consistency index by using the coefficients iokar regression of
HadAMS3P field on Eta CCS model field.

Figure 7. Time series of mean (over the integration domain) bias aotim@an square errors,
calculated from HadAM3P and Eta CCS model fields of geopiteméight (m), temperature
(°K), and kinetic energy (fsec2) at 1000 mb (left) and 500 mb (right).

Figure 8. Time series of mean (over the regions shown in Figure 1) wakkulated from
HadAM3P and Eta CCS model fields of geopotential height, G {emperature, T°K), and
kinetic energy, KE (rhsec?) at 1000 mb.

Figure9. The same as in Figure 8 but at 700 mb.

Figure 10. Scattering diagram of daily coefficients (a0, al) of linesgression of HadAM3P
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field on Eta CCS model field of geopotential height at 1000 rap)(ttime series of mean (over
the integration domain) coefficients (a0, al) (middle) giseries of mean (over the integration
domain) consistency index (bottom).

Figure 11. The same as in Figure 10 but for temperature at 1000 mb.

Figure 12. Time spectra of mean (over the integration domain) geopiaidreight (top), tem-
perature (middle), and kinetic energy (bottom) at 1000 mbyided by HadAM3P (solid) and

Eta CCS model (dot-dashed) simulations.
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Figure 1: The regions over South America selected for théyaisa Amazonia (1), Nordeste
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Geopotential Height

Figure 2: Mean (1961-1990) fields of geopotential height(f@nperature°K), and kinetic
energy (M sec?) at 1000 mb, provided by HadAM3P (left) and Eta CCS modeh@igimu-

lations. 24
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Table 1. Mean correlation coefficient (r), mean bias , andmi¥dS errors between the regional
and global models time series of geopotential height (@yptrature (T), and kinetic energy
(KE) at 1000 mb and 500 mb, averaged over the integration ado(@a and over the 5 regions

shown in Figure 1.

G T KE

Region r Bias RMSE r Bias RMSE r Bias RMSE

Pressure level of 1000 mb

D 098 ©6 24 098 0.1 34 095 10 39

1 095 -3 9 0.78 2.5 3.0 051 13 17

2 097 9 13 092 -0.2 1.7 0.9 8 23

3 0.97 -15 25 096 2.5 42 083 12 27

4 095 -2 17 0.72 1.7 30 069 14 20

5 097 -6 14 064 24 35 079 20 22

Pressure level of 500 mb

D 097 -1 23 0.99 -0.8 1.7 098 8 11

1 097 -2 6 081 -1.0 14 081 13 42

2 094 -1 8 0.81 -0.9 15 061 12 40

3 089 3 26 097 -1.0 1.8 093 7 111

4 0.74 2 16 0.88 -1.1 16 086 9 55

5 0.77 -1 10 0.79 -1.6 1.8 084 11 36
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